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This is the second of four essays in this series explain-

ing key concepts about the trustworthiness of

evidence from treatment comparisons. In this essay,

we explain four considerations about reviews of the

effects of treatments – considering whether:

• systematic methods were used,
• unpublished results were considered,
• treatments were compared across studies and
• important assumptions were tested.

The basis for these concepts is described

elsewhere.1

Consider whether systematic methods were
used
A systematic review is a summary of research evi-

dence (studies) that uses systematic and explicit

methods to summarise the research on the effects of

a treatment (or some other topic). A systematic

review addresses a clearly formulated question

using a structured approach to identify, select and

critically appraise relevant studies, and to collect

and analyse data from the studies that are included

in the review. Systematic reviews begin with proto-

cols, which should be registered and searchable in

registries such as Prospero.2

Even reviews that purport to be systematic may

not be. Reviews that do not use systematic methods

may result in biased or imprecise estimates of the

effects of treatments because the selection of studies

for inclusion may be biased, or the methods may

result in some studies not being found. In addition,

the appraisal of the quality of some studies may be

biased, or the synthesis of the results of the selected

studies may be inadequate or inappropriate.
For example, if a systematic review of giving

blood thinners to patients with an acute heart

attack had been done in the late 1970 s, it would

have established the effectiveness of that treatment

about 10 years before the results of a very large rand-

omised trial became available.3 If those results had

been acted upon, thousands of premature deaths

could have been avoided. Instead, recommendations

were based on unsystematic reviews of the evidence.

Similarly, the harmful effects of medicines to reduce

heart rhythm abnormalities in patients with an acute

heart attack could have been recognised years earlier.

And thousands of deaths caused by those medicines

could have been prevented if those results had been

acted upon.

Consider whether unpublished results were
considered
Many fair comparisons are never published, and

outcomes are sometimes left out from those that

are published. Those that are published are more

likely to report favourable results. Consequently, reli-

ance on published reports alone sometimes results in

the beneficial effects of treatments being overesti-

mated and the adverse effects being underestimated.
For example, among trials of antidepressant drugs

submitted to the U.S. Federal Drug Administration

(FDA) or the Swedish drug regulatory authority, effi-

cacy trials reporting positive results and larger effect

sizes were more likely to be published subsequently.

A review of trials supporting new medicines

approved by the FDA between 1998 and 2000

found that over half of all supporting trials

for FDA-approved drugs remained unpublished for

five or more years after approval.4 Selective reporting

of trial results was found for commonly marketed

medicines.
Biased under-reporting of research is a major

problem that is far from being solved. It is scientific

and ethical malpractice and wastes research resour-

ces. Selective reporting is an important reason why

fair comparisons of treatments should begin with

protocols that are registered and searchable in regis-

tries such as clinicaltrials.gov. This can also help to
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reduce selective reporting of some outcomes but not

others in published reports, depending on the nature

and direction of the results.

Consider whether treatments were
compared across studies
For many conditions (e.g. depression) there are more

than two possible treatments (for example,

different medicines, or types of psychotherapy).

Only very rarely are all the possible treatments for

a condition compared in a single study, so it may be

necessary to consider indirect comparisons among

treatments. For example, there may be comparisons

of drug A with placebo and comparisons of drug B

with placebo, but no studies that compare drug A

with drug B directly. In this case, indirect compari-

sons among studies may be needed to inform a

decision about whether to use drug A or drug B.

However, there can be important differences between

the studies examined in addition to the treatments

they assessed, for example, differences in character-

istics of the participants, or the way the comparisons

were done, or in the outcome measures used. These

differences can result in misleading estimates of treat-

ment effects.
A systematic review of different doses of aspirin

illustrates the problem with indirect comparisons.5

The authors found five randomised trials that com-

pared aspirin with placebo to prevent graft occlusion

after coronary artery bypass surgery. Two trials

tested medium-dose and three low-dose aspirin.

Based on the indirect comparison, the relative risk

reduction for medium-dose compared to low-dose

aspirin was 0.74 (95% confidence interval 0.52 to

1.06; P¼ 0.10), suggesting the possibility of a larger

effect with medium-dose aspirin. However, there are

other characteristics of the trials that might be

responsible for any differences found (or undetected

differences that might exist). Compared with the low-

dose trials, the patients included in the medium-dose

trials may be different, interventions other than

aspirin may have been differently administered and

outcomes may have been measured differently (e.g.

dissimilar criteria for occlusion or different durations

of follow-up). Differences in study methods and the

risk of bias may also explain the results.

Consider whether important assumptions
were tested
Sometimes treatment claims are based on chains of

evidence, or models. For example, the effects of using

a diagnostic test may depend on how accurate the

test is, assumptions about what will be done based
on the test results and evidence of the effects of what
is done. Similarly, evidence of the effects of public
health and health system policies sometimes comes
from models that combine different types of studies
and assumptions; and assumptions are sometimes
made when fair comparisons are combined in system-
atic reviews. When treatment comparisons depend on
assumptions, it is important to consider their basis
and to test how sensitive the results are to plausible
changes in the assumptions made. For example,
a model used to compare the effects of using different
diagnostic tests on outcomes that are important to
patients might require assumptions about what
actions doctors or patients will take, based on test
results. If that is uncertain, it is important to consider
whether changing the assumptions has a substantial
impact on the estimated difference in outcomes
important to patients.

During and prior to the COVID-19 pandemic,
there have been few randomised trials of public
health measures used to control spread of infections,
such as school closures.6 As a result, estimates of the
effects of those interventions have frequently been
based on models and non-randomised studies.
The modelling studies make many different assump-
tions and often suggest different effects. For example,
some modelling studies have suggested that school
closures can reduce community transmission of the
coronavirus, while others disagree.7 These models
depend on many assumptions, and changes in these
assumptions can change the results. Different models
make different assumptions about per-contact trans-
mission probabilities, how many parents go to work
or work at home when schools are closed or opened,
changes in contacts outside of home because of
schools closing or opening, what other protective
measures are in place, what happens during holidays,
what proportion of infected people have symptoms,
how long they are infected before they have symp-
toms and are tested, how long the symptoms last,
contact tracing, how many people without symptoms
are tested, the accuracy of testing, delays in getting
test results, and compliance with and effects of isola-
tion and quarantine. Because of all these assumptions
and important uncertainty about many of them, the
results of these modelling studies are very uncertain.

Early in the pandemic, some assumptions were
empirically informed, such as how populations are
distributed spatially. However, other assumptions
were seemingly anecdotal, such as an assumption
that children were twice as likely as adults to transmit
the coronavirus. That assumption helped justify
school closures. However, subsequent epidemiologi-
cal studies suggested, if anything, children may be
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less likely to transmit the virus.8 In addition, some

models did not consider health consequences beyond

deaths from coronavirus or how social and economic

consequences might affect health. Models can

be helpful when there is extreme uncertainty, but

it is important to recognise their limitations and

uncertainty.

Implications
• Whenever possible, use up-to-date systematic

reviews of fair comparisons to inform decisions

rather than non-systematic reviews of fair compar-

isons of treatments.
• Be aware of the possibility of biased underreport-

ing of fair comparisons and assess whether the

authors of systematic reviews have addressed this

risk.
• Indirect comparisons are sometimes needed to

inform treatment choices. In these circumstances,

careful consideration should be given to differen-

ces between the studies besides the treatments that

were compared.
• Whenever treatment comparisons depend on

assumptions, consider whether the assumptions

are well-founded and how sensitive the results

are to plausible changes in the assumptions that

are made.
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